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Evaluating compositionality function on existing models:
‘Adjective + Noun’ composition

Sanghee Kim
Computational Linguistics Seminar (Spring 2020)

1 Introduction

Composition is known to be one of the key mecha-
nism that grounds natural language. Composition
in natural language is determined by the way that
parts are combined. Composition can be defined
as a function that combines sub-components of a
larger component in natural language. A number
of attempts have been made to model such compo-
sitional functions. These include learning composi-
tion of the ‘adjective + noun’ phrase (Mitchell and
Lapata, 2010; Bride et al., 2015; Asher et al., 2016),
the ‘noun + noun’ compound (Salehi et al., 2015;
Cordeiro et al., 2016), the ‘verb + noun’ phrase
(Mitchell and Lapata, 2008, 2010), the ‘verb + par-
ticle’ (Shwartz and Dagan, 2019), and the light verb
construction (Shwartz and Dagan, 2019), among
the work on composing two linguistic elements.

The goal of this paper is to evaluate composi-
tionality in existing models on compositionality
functions. We test the composition of the ‘adjec-
tive + noun’ phrase, in particular. The present study
differs from earlier work on composition of the ‘ad-
jective + noun’ phrase (Mitchell and Lapata, 2010;
Baroni and Zamparelli, 2010; Vecchi et al., 2017;
Hartung et al., 2017; Shwartz and Dagan, 2019)
in that we use a more fine-grained adjective cat-
egory to evaluate the compositionality functions.
Grounded on the well-attested observations on ad-
jectives that not all adjectives are the same (Partee,
2010; Pustejovsky, 2013), we suggest that composi-
tionality functions should be evaluated accordingly
to the different inferential patterns of adjectives.
While the necessity to evaluate compositionality
functions with fine-grained categorization on adjec-
tives has been discussed in some earlier work (e.g.
Boleda et al., 2013; Nayak et al., 2014; Pavlick and
Callison-Burch, 2016), this is the first study to the
best of our knowledge that used four different types
of adjectives and tested the existing compositional-

ity functions on the ‘adjective + noun’ phrase. In
specific, in this study, we use the following four ad-
jective categories: INTERSECTIVE, SUBSECTIVE,
PLAIN NON-SUBSECTIVE, and PRIVATIVE adjec-
tives (Partee, 2010; Pustejovsky, 2013). Moreover,
as opposed to previous work, which used differ-
ent nouns depending on the type of the adjective,
we used the same noun, the constant noun, that
uniformly combined with all different types of ad-
jectives. This allowed us to specifically test the
compositionality of the two elements, avoiding un-
wanted artifacts other than composition.

2 Types of adjectives

We briefly summarize the well-attested inferential
pattern of the four types of adjectives. The four
categories we use to test compositionality functions
are as, INTERSECTIVE, SUBSECTIVE, PRIVATIVE,
and PLAIN NON-SUBSECTIVE (e.g. Partee, 2010;
Pustejovsky, 2013), which can be distinguished by
set relation with the composing nouns.

Intersective The denotation of the [adjective
noun] phrase is an intersection of the denotation
of the adjective and the denotation of the noun (1).
The intersective type of adjectives include “rectan-
gular” or “American”, where a “rectangular map”
is a “map” and is “rectangular”, and an “American
singer” is a “singer” and is “American”.

(1) JA NK = JAK ∩ JNK

Subsective The denotation of the [adjective
noun] phrase is a subset of the denotation of the
noun (2). Adjectives such as “big”, “cold”, “skill-
ful”, for instance, fall into this category. While
a “big ant” is an “ant”, it is not necessarily “big”;
while a “cold star” is a “star”, it is not necessarily
“cold’.

(2) JA NK ⊆ JNK
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Plain non-subsective The denotation of the [ad-
jective noun] phrase may or may not be a subset
of the denotation of the noun (3). Adjectives such
as “alleged” or “supposed” fall into this category.
For instance, it is possible that an “alleged criminal”
is a “criminal” or not; a “supposed improvement”
may or may not be an “improvement”.

(3) JA NK ∩ JNK 6= ∅

Privative The denotation of the [adjective noun]
phrase is not a subset of the denotation of the noun
(4). In terms of the set relation, there is no overlap-
ping part between the set of all the entities that refer
to the phrase and the set of all the entities that refer
to the noun. For instance, there is no intersection of
the denotation of “fake diamond” and ‘diamond’.

(4) JA NK ∩ JNK = ∅

We use these four types of adjectives to evaluate
existing models on compositionality function.

3 Related work

Work on modeling compositionality can be largely
categorized into four types. The first one is a popu-
lar approach in the computational linguistics com-
munity. This approach models compositionality
functions under the assumption that the meaning
of a word can be represented with vector space
models (VSMs), built on the statistical usage of
the word in the corpora. From this distributional
semantics model, the meaning of the ‘adjective +
noun’ phrase can be defined by the compositional
output of two words, word 1, and word 2, which in
our case correspond to the adjective, and the noun,
respectively. The compositionality function refers
to the way that these two words combine to the
get the full meaning of the phrase (Mitchell and
Lapata, 2008, 2010).

The second approach is similar to the first ap-
proach but differs in that some words are repre-
sented in terms of matrices as opposed to vec-
tors (Baroni and Zamparelli, 2010; Guevara, 2010;
Bride et al., 2015; Vecchi et al., 2017). When com-
posing the adjective and the noun, for instance, the
adjective is defined as a matrix. In this case, the
matrix representation of the adjective itself serves
as the compositional function. For this reason, this
approach has been referred to as the lexical func-
tion approach. From this approach, the noun is still
construed as a vector. The function of the adjec-
tive can either be tailored to specific lexical types,

or can be treated as a general composition pro-
cess for combining an adjective and a noun (Bride
et al., 2015). Work that used the lexical function ap-
proach showed that this approach outperformed the
models used in Mitchell and Lapata (2008, 2010),
the first type of approach.

The third approach takes into consideration of
an ontological property that defines the meaning of
the full phrase (Hartung et al., 2017). In this case,
the meaning of the ‘adjective + noun’ phrase is
defined by the meaning of the adjective, the noun,
and the property (e.g., ‘temperature’ for the word
‘hot’). This is different from the first two models in
that this model assumes an additional or an abstract
ontological property.

The final approach views the composed structure
to be represented through contextualized word em-
beddings (Shwartz and Dagan, 2019). Using state-
of-the-art models (e.g. Peters et al., 2018; Radford
et al., 2018; Devlin et al., 2019), this approach
models composition by computing the word em-
beddings given the contextual sentence rather than
combining the outputs of each element through
VSMs.

The present study takes the first line of ap-
proach under the assumption that word meanings
can be represented as vectors. We use pre-trained
word2vec (Mikolov et al., 2013) model for word
representation. We summarize in the following
section the crucial compositionality functions that
were built based on this assumption.

3.1 Mitchell and Lapata (2010)

Mitchell and Lapata (2008, 2010) examined a
wide variety of compositional functions, mainly
the additive function and the multiplicative func-
tion. Mitchell and Lapata (2010) explored vari-
ants of additive models, including the weighted
additive model, the Kintsch model, and dilation.
We summarize the idea of the weighted additive
model, which showed the best performance among
the variants of the additive models. Given the two
elements, the vector representation of the adjec-
tive u and the vector representation of the noun v,
the weighted additive model derives the composed
phrase by summing the vector representation of the
two components (Eq. 1).

p = αu + βv (1)

Mitchell and Lapata (2010) also tested a wide va-
riety of multiplicative models, including the simple
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multiplicative model, tensor product, and circular
convolution. What the multiplicative models do
is the capture the contribution of one element to
another; the function captures the relevance of one
element to the other element. The top two mod-
els among the family of the multiplicative models
that performed well were the simple multiplica-
tive model (Eq. 2) and the tensor product (Eq. 3).
The simple multiplicative model does a point-wise
multiplication.

pi = ui · vi (2)

Tensor product obtains all pairwise product of the
components.

pi,j = ui · vj (3)

Mitchell and Lapata (2010) used a human be-
havioral result as a reference to evaluate the model.
In a human behavioral task, the participants were
given two pairs of ‘adjective + noun’ phrases (e.g.,
‘social worker’, ‘wide range’) and were instructed
to rate the similarity of the two phrases from a
scale of 1 to 7. The authors also obtained the co-
sine similarity between the two phrases. They then
calculated the correlation between the human rat-
ing score and the cosine similarity and used it as a
metric of evaluating the performance of the model.

All the tested models showed meaningful cor-
relation with the human rating results. The sim-
ple multiplicative model significantly outperformed
any other multiplicative models, and the weighted
additive model and the dilation model performed
better than any other additive models. A similar
trend was found with the Latent Dirichlet Alloca-
tion (LDA) topic model. The weighted additive
model and the dilation model outperformed any
other models; in this case, the tensor product per-
formed better than other multiplicative models.

4 Method

The goal of this paper is to evaluate existing mod-
els how well they reflect compositionality. I test
two compositional functions that performed well in
Mitchell and Lapata (2010): the weighted additive
model and the (simple) multiplicative model. We
used the pre-trained word2vec model (Mikolov
et al., 2013) provided in spaCy, a free open-source
library for Natural Language Processing in Python.

4.1 Weighted additive model

Based on the weighted additive model, the mean-
ing of the phrase is a compositional result of the
meaning of the adjective and the meaning of the
noun. Hence the vector representation of the phrase
(p) can be understood as the sum of (a) the vector
representation of the adjective (u) with a certain
weight α, and (b) the vector representation of the
noun (v) with a certain weight β (Eq. 4).

p = αu + βv :


α = 0.88, β = 0.12
α = 0.6, β = 0.4
α = 0.3, β = 0.7

(4)

The hyper-parameters have been optimized differ-
ently in previous work. The parameters have been
tuned to α = 0.88 and α = 0.12 in Mitchell and
Lapata (2010), α = 0.3 and α = 0.7 in Vecchi
et al. (2017), and α = 0.6 and α = 0.4 in Bride
et al. (2015). We use these three combinations of
the weight for the weighted additive model. As we
are using a pre-trained vector representation, we
do not fine-tune the weights but use the existing
values instead.

4.2 Multiplicative model

We also use the simple multiplicative model, also
used in(Mitchell and Lapata, 2010). This is a com-
positional function that uses a point-wise multipli-
cation (Eq. 5).

pi = ui · vi (5)

We do not use the tensor product in this study, given
the pre-trained size of the vector representation.

5 Data and experiment

5.1 Target words and phrase

Instead of using different nouns for each adjective,
we set what we call as a “constant noun”. This
combines with any types of adjectives that we test.
We chose the noun, “map’, as the constant noun.

The target adjectives were collected from theo-
retical linguistics papers that contain examples of
different kinds of adjectives (Partee, 2009, 2010),
and from computational linguistics papers that cat-
egorized (Nayak et al., 2014) and tested (Boleda
et al., 2013) these adjectives for model evaluation.
We also referred to the list of adjectives in Aparicio
et al. (2016) for subsective adjectives.
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Category Phrases
Intersective acrylic map, elliptical map, Nordic map, rectangular map,

scarlet map, Hungarian map, porcelain map, metallic map
Subsective crumpled map, bent map, soaked map, bumpy map,

spotted map, fluffy map, striped map, curved map
Plain non-subsective assumed map, debatable map, disputed map, predicted map,

doubtful map, probable map, plausible map, questionable map
Privative spurious map, forged map, counterfeit map, fictitious map,

mythical map, phony map, hypothetical map, imaginary map

Table 1: The selected phrases (‘adjective + map’) (8 adjectives for each category)

Category Mean Std
Intersective 3.96 1.40
Subsective 3.65 1.47
Plain non-subsective 3.68 1.05
Privative 4.18 1.01

Table 2: Human rating result to the question: “How much property of “NOUN” do you think “ADJECTIVE
NOUN” has?” Data collected from 18 native English speakers. Std = standard deviation.

We made sure that the adjectives we use meet the
following two criteria. First, the adjective should
be compatible with the constant “map” and the
phrase ‘adjective + map’. By “compatible’, the
‘adjective + map’ combination (a) has a definable
meaning (e.g., types of phrases to exclude: “shy
table”, “believed keyboard”), and (a) does not have
an idiomatic meaning (e.g., types of phrases to ex-
clude: “big brother”, “long run”, “hot potato”). We
allowed phrases that do not exist in the real world
but have meanings (e.g., “white strawberry”, “pur-
ple whale”). We chose 32 adjectives (= 8 adjectives
* 4 categories) from the existing words and com-
bined them with “map”. We informally asked four
native speakers of English to evaluate whether the
candidate phrases meet this criterion. As some ad-
jectives were incompatible with “map”, we used
new adjectives that were not used in earlier studies
(see Appendix for the source of the adjectives.)

Secondly, we tried to balance the word frequency
(intersective: mean = 2575.75, SD = 874.20; sub-
sective: mean = 2576.75, SD = 845.01; plain non-
subsective: mean = 4360, SD = 2918.79; privative:
mean = 3266.5, SD = 2426.25). The frequency
information comes from the Corpus of Contem-
porary American English (COCA) corpus. The
apparent large discrepancy between the categories
was inevitable as we had to use adjectives that are
compatible with the noun “map”. The final list of
adjectives used in our experiment is shown in Table
1.

5.2 Behavioral data

We collected human judgments on the seman-
tic property rating task on the ‘adjective + noun’
phrase. The judgment task was conducted on 9
volunteers, who are self-reported native speakers
of English. The participants were instructed to rate
how much of the ‘noun’ property of the given ‘ad-
jective + noun’ phrase has: “How much property
of ‘noun’ do you think ‘adjective + noun’ has?”
From a range of 1 to 5, score 1 indicated “does not
have the property at all” and 5 indicated “has all
the property”.

Table 2 summarizes the result of the human rat-
ing task. The result shows that the privative cate-
gory has the highest mean with the smallest stan-
dard deviation. The subsective category has the
lowest mean and has the largest standard devia-
tion. As shown in Figure 1, the subsective category
has the largest variation in the range. In an infor-
mal survey after the rating task, some participants
responded that they gave low score when the com-
posed phrase (‘adjective + noun’) no longer had
the function of the ‘noun’. For example, when they
were to rate the phrase, ‘spotted map’ or ‘striped
map’, where both of the adjectives are subsective
adjectives, they considered the phrases to no longer
have the function of a map as they are ‘spotted’ and
‘striped’. These participants gave low score in such
cases. This may explain the comparatively large
deviation of the rating in the subsective category
compared to other types of category.
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Figure 1: Semantic property rating result

5.3 Results

In order to evaluate the compositionality function
of the existing model, we compute (a) the cosine
similarity of the composed phrase and the noun,
and (b) the correlation of the cosine similarity and
the human rating result. First, we calculate the
cosine similarity of the two vectors (Eq. 6). The
two vectors in our case correspond to (a) the com-
posed phrase (‘adjective + noun’) according to the
compositional function, and (b) the noun, “map”.

cos(θ) =
A ·B

‖ A ‖‖ B ‖
=

n∑
i=1

AiBi√
n∑

i=1
A2

i

√
n∑

i=1
B2

i

(6)

Next, following previous study on model eval-
uation (Mitchell and Lapata, 2008, 2010; Fyshe
et al., 2015, a.o) we obtain the correlation of the
calculated cosine similarity and the mean of human
rating response. Table 3 presents the correlation
coefficients of the calculated cosine similarity and
the human rating score between different models. 1

We summarize the key observations. First, the
performance of the models were comparatively
poor on the intersective (ρ = 0.10) and the sub-
sective categories (ρ = 0.22) than on the plain non-
subsective (ρ = 0.92) and the privative (ρ = 0.73)
ones. Even the same model had different perfor-
mance depending on the type of the adjective which
combines with the noun (e.g. Pavlick and Callison-
Burch, 2016). And our results show that there is a

1The coefficient efficient of the previous model (Winter,
2020) can be found in Appendix.

similar trend between the intersective and the sub-
sective category; there is a similar trend between
the plain non-subsective and the privative category.

The second observation pertains to the (out-
)performance of the weighted additive models com-
pared to the multiplicative model. This is similar
to the results in Bride et al. (2015) and Vecchi et al.
(2017), and in Mitchell and Lapata (2010) with
the LDA topic model, where the weighted additive
model showed better performance than the multi-
plicative model.

Thirdly, the weighted additive model produced
different results depending on the weight assigned
on the adjective and the noun. In specific, having
more weight either on the adjective or on the noun
(α = 0.3, β = 0.7; α = 0.88; β = 0.12) showed better
performance than having equal (α = 0.5; β = 0.5) or
similar weight (α = 0.6; β = 0.4) on the adjective or
the noun. This contrasts with some of the previous
studies as they (a) did not consider the different
types of the adjective category, and (b) used a fixed
fine-tuned value for the weight on the adjective and
the noun across the adjectives (Bride et al. 2015;
Vecchi et al. 2017; Mitchell and Lapata 2010; but
see Guevara 2010; Baroni and Zamparelli 2010;
Pavlick and Callison-Burch 2016).

Furthermore, the type of the adjective category
showed an interaction with the type of the model.
While the model with greater weight on the noun
resulted in a better performance on the intersective
and the subsective categories, the reverse–greater
weight on the adjective–had better performance
on the plain non-subsective and the privative cate-
gories. This shows that model performance differ
depending on the type of the adjective.
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Category Model Correlation coeff.
Intersective Simple additive (α = 0.5, β = 0.5) -0.17

Weighted additive (α = 0.3, β = 0.7; Vecchi et al. 2017) 0.10
Weighted additive (α = 0.6, β = 0.4; Bride et al. 2015) -0.31
Weighted additive (α = 0.88, β = 0.12; Mitchell & Lapata 2010) -0.60
Multiplicative -0.14

Subsective Simple additive (α = 0.5, β = 0.5) 0.20
Weighted additive (α = 0.3, β = 0.7; Vecchi et al. 2017) 0.22
Weighted additive (α = 0.6, β = 0.4; Bride et al. 2015) 0.01
Weighted additive (α = 0.88, β = 0.12; Mitchell & Lapata 2010) -0.19
Multiplicative 0.20

Plain non-subsective Simple additive (α = 0.5, β = 0.5) 0.71
Weighted additive (α = 0.3, β = 0.7; Vecchi et al. 2017) 0.53
Weighted additive (α = 0.6, β = 0.4; Bride et al. 2015) 0.77
Weighted additive (α = 0.88, β = 0.12; Mitchell & Lapata 2010) 0.92
Multiplicative -0.22

Privative Simple additive (α = 0.5, β = 0.5) 0.49
Weighted additive (α = 0.3, β = 0.7; Vecchi et al. 2017) 0.18
Weighted additive (α = 0.6, β = 0.4; Bride et al. 2015) 0.57
Weighted additive (α = 0.88, β = 0.12; Mitchell & Lapata 2010) 0.73
Multiplicative 0.26

Table 3: Model performance evaluation by comparing cosine similarity to human rating score. Spearman’s corre-
lation of the cosine similarity to the human rating score data.

5.4 Discussion

In this paper we evaluated compositionality in the
existing models, particularly including the (base-
line) simple additive model, three variations of
weighted additive models, and the multiplicative
model. One of the observations to note is that
the multiplicative model did not perform well than
some weighted additive models. This may be due
to the characteristics of the multiplicative model,
where composition of two elements only affect the
magnitude of the phrase p. As Mitchell and La-
pata (2010) also speculate, the weighted additive
models reflect “the relative magnitude of u [ad-
jective] and v [noun]” (p. 1404), by which the
effect of “both the magnitude and direction of p”
(p. 1404) can be taken into consideration. The fact
that weighted additive models reflect direction as
well as magnitude, contrary to the multiplicative
model, matters especially when we use the cosine
similarity as the measurement. As direction rather
than magnitude is a meaningful factor in calculat-
ing the cosine similarity, it is understandable that
the weighted additive model, when defined with
the “right” weight, shows better performance than
the multiplicative model. Yet, we do note that it is
of further question whether the performance of the

model would change when a different method of
measurement is used, as the cosine similarity was
the only metric we used for the measurement.

Another crucial observation is the interaction
of the adjective category and the models. In spe-
cific, why does a model with more weight on the
adjective have a better performance with the plain
non-subsective and the privative category? And
why does a model with more weight on the noun
have a better performance with the intersective and
the subsective category? We explain that the inter-
action comes from the feature of the type of the
adjective (e.g., Pavlick and Callison-Burch, 2016;
Boleda et al., 2013). For example, Pavlick and
Callison-Burch (2016) show that the insertion or
the deletion of the adjective in a phrase signifi-
cantly affects the entailment judgment. In their
human judgment task, the participants responded
that if something is a “rectangular map” (intersec-
tive adjective) then that is a “map”. Meanwhile, the
participants responded that if something is a “fake
diamond” (privative adjective) then it is mostly un-
known or it entails that that is a “diamond”. This
suggests that the property of a noun in a phrase is
highly dependent on the type of the adjective that
the noun is composed with. it further implies that
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property of the phrase is dependent on the adjective,
especially with the privative category than with the
intersective category.

This can partly explain why a model with higher
weight on the adjective than on the noun rendered
better performance with the privative and the plain
non-subsective category. In other words, as for
the privative and the plain non-subsective category,
the meaning of the adjective is crucial than the
noun in determining the property of the phrase. We
assume that it would be the reverse case with the
intersective and the subsective category.

6 Conclusion

We tested how well the existing compositional-
ity functions capture compositionlaity in natural
language, particularly with the ‘adjective + noun’
phrases. Different from previous work, we used
four types of existing categorization of adjectives,
and used a constant noun (‘map’) that uniformly
combines with different types of adjectives. We
explored mainly two compositionality functions,
the weighted additive model and the multiplicative
model. The results showed that the weighted addi-
tive model performs better than the multiplicative
model in general. More importantly, the results
showed that the model perform differently depend-
ing on the type of the adjectives. This possibly
serves as evidence that the compositionality func-
tions may be tuned differently by the types of adjec-
tives, or each adjective. Following this finding, we
plan to explore the lexical function approach (Gue-
vara, 2010; Baroni and Zamparelli, 2010; Bride
et al., 2015; Vecchi et al., 2017) in the future, as
this method assumes different matrices for each
adjective. We can also extend the work of explor-
ing the compositionality of the four types of ad-
jectives by using contextualized word embeddings
(e.g. Shwartz and Dagan, 2019).
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Category Word Source Frequency
Intersective acrylic SK 1479
Intersective elliptical SK 1605
Intersective Nordic SK 1673
Intersective rectangular P10 2800
Intersective scarlet SK 2896
Intersective Hungarian SK 3069
Intersective porcelain SK 3291
Intersective metallic SK 3793
Subsective crumpled SK 1465
Subsective bent A16 1927
Subsective soaked SK 2029
Subsective bumpy A16 2074
Subsective spotted A16 2530
Subsective fluffy SK 3331
Subsective striped A16 3541
Subsective curved A16 3711
Plain non-subsective assumed NM14 1428
Plain non-subsective debatable NM14 1510
Plain non-subsective disputed P10 2237
Plain non-subsective predicted P10 2513
Plain non-subsective doubtful P09 3932
Plain non-subsective probable B13 7500
Plain non-subsective plausible NM14 7619
Plain non-subsective questionable P10 8146
Privative spurious P10 1138
Privative forged SK 1173
Privative counterfeit P10 1490
Privative fictitious P10 1592
Privative mythical P10 2684
Privative phony NM14 4843
Privative hypothetical B13 5830
Privative imaginary P10 7382

Table 4: Sources and frequency of the target adjectives. Word frequency from COCA. Source abbreviation: ‘SK’
for the current present; ‘P10’ for Partee (2010); ‘A16’ for Aparicio et al. (2016); ‘NM14’ for Nayak et al. (2014),
‘P09’ for Partee (2009), ‘B13’ for Boleda et al. (2013)
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Category Model Correlation coeff.
Intersective Weighted additive (α = 0.3, β = 0.7) -0.12

Simple additive (α = 0.5, β = 0.5) -0.20
Weighted additive (α = 0.7, β = 0.3) -0.29
Multiplicative 0.12

Subsective Weighted additive (α = 0.3, β = 0.7) 0.12
Simple additive (α = 0.5, β = 0.5) 0.07
Weighted additive (α = 0.7, β = 0.3) 0.01
Multiplicative 0.54

Plain non-subsective Weighted additive (α = 0.3, β = 0.7) 0.18
Simple additive (α = 0.5, β = 0.5) 0.31
Weighted additive (α = 0.7, β = 0.3) 0.40
Multiplicative -0.67

Privative Weighted additive (α = 0.3, β = 0.7) 0.24
Simple additive (α = 0.5, β = 0.5) 0.14
Weighted additive (α = 0.7, β = 0.3) 0.02
Multiplicative 0.45

Table 5: The result in the previous project (Winter, 2020).Model performance evaluation by comparing cosine
similarity to human rating score. Pearson’s correlation of the cosine similarity to the human rating score data.
Different nouns were used for each adjective. 12 adjectives for each category were used.


